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1
Decision/action requested

This contribution proposes a new solution for SIV.
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3
Rationale

This pCR proposes to add a new solution on boot time attestation at 3GPP function level. There are three principles when consider the solution:
1) It should be a layered solution to be consistent with the property of NFV system. A NFV based 5G network is composed of cloud service and 3GPP service which are generally provided by different service providers. Therefore, the provider of each layer should be responsible for the security in its own domain, e.g., perform RA, take actions in case of RA failure. Furthermore, the provider has better knowledge about their product and can handle more properly in their own domain, e.g., the reference values for verification of attestation report should be provided by the corresponding provider while others can hardly know the meaning of each value for each component. The layered solution can also facilitate network security responsibility demarcation for operators since it will clearly show where failure happens. 
It can also be noted that layering is a good practice in a security design according to clause F.1.3 of [1]. The principles of layering are fundamental across system engineering disciplines. Layering derived from functional decomposition are effective in managing system complexity, by making it possible to comprehend the structure of the system. Layering allows the relationships of components to be better understood, so that dependencies are clear and undesired complexity can be avoided. 

2) It is unnecessary to correlate boot time attestation with 3GPP service. The boot time means the measurement of the VNF and the storage of the measurement are both conducted during the boot time. If RA is performed during the instantiation of a VNF, the RA result will be stored in the verifier and remain unchanged. Considering a failure RA of a NF, the management domain will handle it properly to restore the NF to the desired normal state or shut it down. Therefore, the management domain can guarantee that all online NFs in the network have passed successfully the RA process since otherwise failure would have been addressed already during instantiation 
3) It is better that the verifier is co-located with MnF. This is because the MnF takes a critical role during instantiation of a VNF. In fact, the MnF can take proper actions to handle all RA results, especially in failure cases as explained above.
Based on the comments received in earlier meetings about how to build the trust chain from bottom to top for a VNF, it is proposed to correlate the VNF and NFVI RA report in MnF to achieve the full attestation chain. Such practice has also been proposed in clause 5.4 and clause 5.6 of ETSI NFV SEC018 [2]. To be specific, the verifier1 in MANO is the RAS CSP and the verifier2 in MnF is the RAS CSC in the below figure. At the same time, we also propose to use MnF as the external entity to collect the report from both layers to build the full attestation chain.
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Detailed proposal

It is proposed to approve the following changes for inclusion in TR 33.848.
***BEGIN OF First CHANGE***

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
ETSI GS NFV 002: "Network Functions Virtualisation (NFV); Architectural Framework".

[3]
ETSI GS NFV-SEC 009: "Network Functions Virtualisation (NFV); NFV Security; Report on use cases and technical approaches for multi-layer host administration".

[4]
3GPP TS 33.210: "3G security; Network Domain Security (NDS); IP network layer security"

[5]
ETSI GS NFV-SEC 001: "Network Functions Virtualisation (NFV); NFV Security; Problem Statement"

[6]
3GPP TS 33.501: "Security architecture and procedures for 5G System".

[7]
"Virtualization Technology: Cross-VM Cache Side Channel Attacks make it Vulnerable"; Shahzad and Litchfield 2015; https://arxiv.org/ftp/arxiv/papers/1606/1606.01356.pdf
[8]
"OpenStack"; https://www.openstack.org/
[9]
ETSI GR NFV-SEC 016: "Network Functions Virtualisation (NFV); Security; Report on location, timestamping of VNFs".
[10]
ETSI GS NFV-SEC 012: "Network Functions Virtualisation (NFV) Release 3; Security; System architecture specification for execution of sensitive NFV components".
[11]
ETSI GR NFV-SEC 011: " Network Functions Virtualisation (NFV); Security; Report on NFV LI Architecture".
[12]
ETSI GS NFV-SEC 013: "Network Functions Virtualisation (NFV) Release 3; Security; Security Management and Monitoring specification".

[13]
3GPP TS 23.502: "System architecture for the 5G System (5GS)".

[14]
ETSI GR NFV-SEC 007: "Network Functions Virtualisation (NFV); Trust; Report on Attestation Technologies and Practices for Secure Deployments". 

[15]
ETSI GR NFV-SEC 018: "Network Functions Virtualisation (NFV); Security; Report on NFV Remote Attestation Architecture".

[16]
3GPP TS 28.533 "Management and orchestration; Architecture framework".

[17] 
ETSI GS NFV-SEC 003: "Network Functions Virtualisation (NFV); NFV Security; Security and Trust Guidance".

[18]
IETF RFC 4210: "The Kerberos Network Authentication Service (V5)".

[19]
IETF RFC 6749: "The OAuth 2.0 Authorization Framework".

[20]
IETF: RATS Working Group: Remote Attestation Procedures Architecture, https://www.ietf.org/archive/id/draft-ietf-rats-architecture-12.txt
[xx]
ETSI GS NFV-SOL 016: "Network Functions Virtualisation (NFV) Release 2; Protocols and Data Models; NFV-MANO procedures specification"
*** END OF First CHANGE ***
***BEGIN OF Second CHANGE***

6.x
Solution x: MnF based attestation procedure

6.x.1
General

This solution addresses Key Issue 13: Attestation at 3GPP Function Level. 

The solution introduces a high-level concept where the MnF endorses the role of the verifier during the VNF instantiation procedure. The solution leaves out the details pertaining to collection of measurements and evidence signalling for the RA and hence does not preclude any RA mechanism as long as it is capable of collecting measurements during boot time.

6.x.2
Introduction

6.x.2.1
Attestation during boot time

Attestation is the process through which a remote challenger can retrieve verifiable information regarding a platform's integrity state. It is also commonly referenced as Remote Attestation (RA), to highlight that the verification of integrity information is performed by an independent party in a different trust domain. 

The solution relies on the assumption that the measurements are performed and stored during boot time. 
6.x.2.2
Attestation of a 3GPP NF

A general implementation of a full attestation chain of a 3GPP NF is depicted in Figure 6.x.2.1-1. The measurements is performed from the hardware layer through the virtualization layer to the VNF layer. The states of the multiples layers in NFVI are securely stored in the RTR of the RoT and reported by RTR of the RoT. In general, the attestation evidence will forwarded by an attester to verifier as depicted below. Similarly, the states of the VMs in VNF are securely stored in the vRTR of the vRoT and reported by vRTR of the vRoT. Generally, a VNF is composed of multiple VMs, which means that the verifier for a VNF may have collect multiple RA evidences from several VMs.
In order to build the full attestation chain of a VNF, the verifier2 in MnF may need to collect the RA result of the corresponding NFVI from verifier1 in MANO. According to ETSI NFV-SEC 018 [15], the verifier2 for the VNF can be collocated with the MnF (Management Function which acts as MnS consumer or producer according to 3GPP TS 28.533 [16]) while the verifier1 for the NFVI can be located within the MANO. 
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Figure 6.x.2.1-1: Attestation chain of a 3GPP NF
6.x.3
Solution Details

A general VNF instantiation flow is depicted in Figure 6.x.3-1.

0. The verifier in MANO performs RA of NFVI and check the result as depicted in cloud service provider domain in figure 6.x.2.1-1.

1~2. MANO instantiate a new VNF and sends to the MnF a "VnfIdentifierCreationNotification" according to ETSI NFV-SOL 016[xx].

3. The verifier in MnF performs the RA of all the composed VMs of the VNF via RA as depicted in 3GPP service provider domain in figure 6.x.2.1-1. To build the full attestation chain of VNF, the MnF may also collect RA result from the corresponding NFVI from MANO. If the RA result of any VMs is failure, the MnF should take count measures to mitigate the potential threat. For instance, the MnF may ask VIM to migrate the VM or recreate a new VM or raise alarms to managers for further handling based on local policy.  
4. MnF reports successful VNF service configuration to MANO.
5. MANO complete the instantiation of the VNF and put it into use.
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Figure 6.x.3-1: Attestation during VNF instantiation

The MnF can also perform the same task during the VNF scaling or migration. 

6.x.4
Evaluation 

TBD.  
*** END OF second CHANGE ***
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